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Abstract

Online communication is often characterized as predominated by antagonism or groupthink, with little in the way of meaningful interaction or persuasion. This essay examines how we might detect and measure instances of more productive conversation online, considered through the lens of deliberative theory. It begins with an examination of traditional deliberative democracy, and then explores how these concepts have been applied to online deliberation, and by those studying interpersonal conversation in social media more generally. These efforts to characterize and measure deliberative quality have resulted in a myriad of criteria, with elaborate checklists that are often as superficial as they are complex. This essay instead proposes that we target what is arguably the core deliberative process – a mutual consideration of conceptually interrelated ideas in order to distinguish the better from the worse and to construct better conceptual structures. The essay finishes by discussing two computational models of argument quality and interdependence as templates for richer, scalable, nonpartisan measures of deliberative discussion online.
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1 Introduction

As the online world continues its exponential growth, the role of interpersonal communication has become increasingly central in understanding how opinions form, change, and affect behavior. While face-to-face communication has always played a fundamental role in shaping our views, verbal interactions have remained difficult to study for obvious reasons, but the rise of social media reveals and documents the sheer scale of these interpersonal interactions. But social media has also bred pessimism about the effects of these interactions, often being depicted as a den of bullying, trolling, flaming, groupthink, and worse. To understand and foster its more positive potential, however, requires a robust model of productive conversation. This essay examines that challenge through the lens of deliberative theory, exploring how one might model and measure deliberation in the online world, potentially as a first step towards improving it. Deliberative theory began as an outgrowth of democratic theory, recognizing that pure procedural voting was often insufficient to achieve collective decisions that best reflect the fundamental interests of participants. Instead, it was proposed that through careful, informed discussion, a deliberating group can arrive at collective decisions that most participants would agree are more informed and better reflective of their true preferences and beliefs than would have been achieved with a quick, majority-rule vote. As the role of interpersonal communication on social media has become especially vexed recently, it becomes essential to discover when, where and how online conversations might lead to better decisions, more informed participants,
and increased mutual understanding. This essay ultimately argues that there are some grounds for optimism, at least about the potential for online deliberation. To reach that conclusion, though, requires a careful examination of the origins and many competing definitions of deliberation; the challenges of its measurement, especially online; and deeper models of the fundamental deliberative qualities that productive conversation might achieve.

Although each of these steps is challenging, for scholars of deliberation and argument, the world of social media would seem to be the perfect dataset and testbed. In many online domains conversations are threaded, so you can tell exactly who is addressing whom; identities are clear and persistent (albeit often pseudonymous); and since communities form and interact consistently for weeks, months, or years, long-term changes in speech, opinion, and online behavior can be measured and tracked over long periods of time. Furthermore, the same conditions that make these domains appealing to the social scientist may often make them exceedingly useful and productive for their participants, who can benefit from consistent, long-term and transparent interactions with other members to build deliberative conversations and communities that can expand and enrich their understanding of the world and provide essential long-term emotional support. Tempering this optimism is a prevailing sense that social media is often an echo chamber of fact-free self-reinforcing bubbles of like-minded users (Sunstein, 2009), or worse, a breeding ground for bullying, misogyny, racism, and other forms of harassment that reinforce existing prejudices and power-structures, and drive out all those who aren’t aggressive straight white cisgender men (Kayany, 1998; Hobman et al., 2002; Jones et al., 2013). Evidence of such unproductive (or anti-productive) speech online abounds, of course, but like many aspects of social
media, there are also large degrees of selectivity bias at work here: even if such things are prevalent and even dominant on some platform, it may also be the case that many pockets exist where speech is more deliberative, conversational, and useful for millions of users across billions of posts. One of the goals of this essay is to explore what the conditions and criteria might be for more productive, deliberative conversation online, even if such things are relatively rare (or appear to be) today. Once these criteria are better delineated and their real-world conditions better understood, we can work towards enhancing the conditions conducive to productive speech.

Although social media may be relatively new, these debates about deliberation and its pitfalls, as well as the general skepticism towards the whole conversational endeavor, are not at all new. This essay begins with a discussion of deliberative theory in the traditional “offline,” “real world” setting, in order to better understand the normative goals and practical challenges of deliberative conversation. At their most extensive, theories of deliberation can entail dozens of potential criteria, at various levels ranging from the institutional, to the individual, to the content of each sentence spoken; one of the challenges is abstracting from this menagerie a core set of criteria, if that is possible. Another challenge is turning theory into empirics: how are each of these criteria measurable, particularly at the massive scale allowed by social media? A particular challenge is measuring substantive criteria rather than just a series of more easily observable epiphenomenal markers which may be overly specific to various platforms or transcription methods. This leads directly to the various computational methods that may be necessary to measure these deliberative processes in the freeform text one finds in transcripts from deliberative exercises and in social media.
Once the concepts and challenges posed by deliberation more generally have been delineated, we can turn to online deliberation more specifically. This encompasses both online environments that have been carefully constructed in order to further deliberative discussion (and often emerge out of offline deliberative work), as well as more “natural” online environments such as social media, that may be more or less deliberative as a function of their membership and online structures. While constructed online deliberative platforms often are accompanied by surveys and other outcome measures, they are often as rare, expensive, and unsustaining as offline exercises. By contrast, social media abounds in data, but it is often difficult or impossible to survey participants to see what they have learned, how they have changed, and how they feel about their conversational activities. Because of this, with social media – and often even with purpose-build online platforms – we need to measure deliberative quality and outcomes directly from the textual content and patterns of interactions. As we will see, there are many approaches to this, particularly as we move beyond subjective human judgment into more automated computational methods introducing tools from natural language processing (NLP), argument mining, and network theory. But while many of these methods seem well-suited to the empirical analysis of deliberation in the wild, they are hampered both theoretically and empirically. Theoretically, there appears to be an increasing proliferation of criteria and subcriteria, numbering now in the dozens across the literature. And empirically, there is a tendency to focus of superficial, easily-measured markers of argument and deliberation, rather than deeper structures such as argument strength or conceptual interconnections – understandably enough, given that the latter are much harder to measure.
This essay finishes, then, with a look at a couple of recent efforts to measure deeper deliberative structures. In the ideal world, deliberation is valuable because it allows people to better learn facts, ideas, and the underlying conceptual structures relating between them. Participating in or observing a discussion or argument should be beneficial because, ideally, not all arguments are equal, and not all communication is dominated by superficial rhetorical features: in a productive debate, for instance, the better side should win not because the winner is a better rhetorician, but because they are in possession of the better arguments. But to measure these things— if indeed they exist— requires us to have a model of better and worse arguments, in a way that is objective and unbiased by the prejudices of the measurer. And to measure genuine deliberative thought requires not just superficial notions of facts or lists of words associated with reasonable talk, but models of how ideas are interrelated and how deliberative conversation, like deliberative thought, sifts through and reorganizes these ideas to arrive a better global decisions. The purpose here is not to solve entirely these deeper issues, but more to raise and highlight their importance in moving beyond the myriad ad hoc approaches currently employed, toward a objective, scalable, and theoretically coherent model for measuring deliberation online.

2 Deliberation

Whether explicitly or implicitly, much recent research into online communication is deeply normative: Are people learning from each other, or are they in self-reinforcing bubbles, or are they engaged in combat that is at best polarizing and at worst deeply destructive? Even many descriptive or positive theories of communicative behavior online tend to have normative
questions underlying at least an aspect of their hypotheses, particularly as the researchers encounter one or another type of dysfunctional collective online behavior (such as “flaming” or “trolling”). But if we wish to understand more systematically how deliberation online can go wrong, it is useful to develop better theories about how we might want it to go right. Deliberative theory has been developed over the last thirty years in part as a response to a similar set of problems in the offline world, and suggests that the problem of developing, measuring, and understanding deliberative communication – and its absence – is considerably more complex than merely the absence of bullying or acrimony (for instance). This section examines existing, traditional “offline” deliberative theory, and in particular the fundamental challenges of measurement that carry over to a more extensive model of online deliberation.

Although the very concept and definition of deliberation is deeply vexed, as we will see below, a rough and minimal definition could be: an extended conversation among two or more people in order to come to a better understanding of some issue. There are many other aspects that various scholars consider essential – institutional, formal, and outcome-oriented, eg – but most share this core idea of people engaged in conversation with the purpose of increasing their understanding. But because there remain many disagreements about these criteria and their normative importances, it is worth spend a little time understanding the development of deliberative theory and the current status of the complex and far-ranging discipline it has become.

Theories of deliberative democracy were developed by Habermas and others (Habermas et al., 1985; Cohen, 1989; Dryzek, 1994) in part as a response to limitations in traditional democratic theory that are analogous to some of the limitations we’ve already discussed in the
online world. In particular, even when we are satisfied with a particular electoral system as a fair aggregate of existing public opinion, it is clear that these democratic procedures do not always succeed in producing the best outcomes according to various theories of justice (Bohman, 2000; Ackerman and Fishkin, 2002; Bächtiger et al., 2005; Thompson, 2008; Gutmann and Thompson, 2009; Mansbridge et al., 2010). Voters may be deeply uninformed, for instance, producing not just sub-optimal outcomes according to some objective measure, but even according to what those voters themselves would wish were they to learn all the facts (Fishkin, 2013). Similarly, voters may not have worked through their own ideas sufficiently (by either objective measures or their own lights); or may be ignorant not just of facts but of important ideas, or connections between those ideas; or may misunderstand in important ways the ideas and beliefs of other voters in ways that mislead (Habermas, 1990; Manin, 2005). Mere voting may reflect the current attitudes of the voters, but perhaps not their “better” selves – what they would opt for were they better informed about the world, themselves, and others. Thus the need for deliberation before voting, to allow participants to better understand themselves, each other, and the issues, fact and ideas at work.

Early deliberative theory was deeply rooted in the rational enlightenment tradition, where the main goal of deliberation was to learn information and share reasons, and one of the primary goals was ideally to reach some form of consensus (Habermas et al., 1985; Cohen, 1989; Habermas, 1990; Manin, 2005; Thompson, 2008). Out of this framework, the original criteria for practical deliberation were developed, with the goal of producing rational, factual discussion that ideally leads to consensual decision-making. To better understand these deliberative criteria, it is worth distinguishing here three stages of the deliberative process – stages which will persist
even after the definition of deliberation has been subsequently expanded beyond its narrow rationalist origins. Roughly speaking, these stages are (1) the input, such as the environment or institutional framework under which deliberation takes place; (2) the deliberative process itself, including the action of the participants and the content of their communication; and (3) the output, such as opinions changes, decisions, or votes. The environment or institutional input may extend from large-scale social structures down to the rules governing the structure of a single deliberative group; the process may include individual behavior as well as well as the content of individual speech acts; and the output may range from individual knowledge gain to more consistent or factually correct group decisions (Landwehr and Holzinger, 2010). Deliberative criteria in the rationalist tradition are often framed most explicitly in terms of both inputs and processes: the environment must be fair, equal and unbiased; individuals must emphasize reason-giving, respect and honest expression rather than emotion and strategic manipulation; and the content of what they say should actually contain arguments, ideas, facts, etc (Habermas et al., 1985; Cohen, 1989; Steenbergen et al., 2003; Mansbridge et al., 2010). But none of these criteria can really be considered successful in themselves unless the individuals have gained in their rational understanding of the issues and moved towards a consensual truth (output). For instance, a (purportedly) reasonable, respectful setting that produced acrimony and group-think would not ultimately be judged a deliberative environment. But conversely, just as we would judge a democracy somehow deficient if a benign dictator merely appointed a representative body, or merely dictated policies reflective of the democratic will without actually holding polls or elections, so too in deliberation, if we imagine an outcome where everyone simple ends up better informed
(eg, via reading some material on their own) without the deliberative process, it may be beneficial, but isn’t truly deliberative. Thus neither input nor output are themselves sufficient, and this sense in which the process itself is the most fundamental part of deliberation becomes even more pronounced in the second wave of deliberative theory.

That a rational consensus exists and that the participants should strive to achieve it was central to the first wave of deliberative theory (Cohen, 1989; Habermas, 1990; Bächtinger et al., 2005; Niemann, 2006; Gastil and Black, 2007; Thompson, 2008), but this has since been loosened and expanded to encompass a wider variety of normative goals. In part, this is an empirical concession: as we can see from the online world, not only is consensus difficult to practically achieve even in the best of worlds, it may not be even theoretically possible when interests are fundamentally opposed, or when the participants occupy a variety of identities or other positions that, while not inherently in opposition, are not something that we would actually want to merge (Holzinger, 2004; Dryzek, 2009; Gutmann and Thompson, 2009; Mansbridge et al., 2010). Moreover, even where practically achievable, we have seen that there are many flawed forms of consensus, where either participants naturally converge via groupthink on a suboptimal position, or merely bully a subset of participants into agreement (Sunstein, 2009; Garrett, 2009).

In reaction to these various flaws in this rationalist, consensual version of deliberation, a second wave of deliberative theory arose that allows for a broader conception of the goals and procedures of deliberation. Here, deliberation can potentially progress even with self-interested actors (Mansbridge et al., 2010), implacable disagreements about the truth (Gutmann and Thompson, 2009), a diversity of backgrounds, and some degree of continuing ignorance or
incomprehension about the experiences or backgrounds of the other participants (Mutz, 2006). However, without the core idea of rational progression towards a consensual truth, the second wave of deliberative criteria tend to be more fundamentally procedural rather than outcome oriented. If the process is fair and unbiased, encompasses the full diversity of viewpoints and is respectful to all differences, and in some loose sense encourages justification, exploration, and explanation over rhetoric, attack, and strategy, then it fulfills the environmental criteria, with much less emphasis on the outcome (Mutz, 2006; Dryzek, 2009; Gutmann and Thompson, 2009; Mansbridge et al., 2010; Fishkin, 2013; Mansbridge, 2015). Clearly, an outcome full of acrimony and misunderstanding would be a failure, but beyond that relatively loose criterion, procedural rather than outcome-based criteria tend to dominate.

Measuring process, though – especially as the definitions broaden beyond the purely rational – leads to an array of tricky questions: If a process claims to be fair and open, does it actually achieve equal speech from all participants (Steenbergen et al., 2003; Steiner, 2004; Gutmann and Thompson, 2009)? If not, is the content of what is said at least diverse enough that it encompasses all the major positions at the table, and in rough proportion to the individual representation of those positions (Manin, 2005; Mutz, 2006; Thompson, 2008)? Do participants seem to present justifications, explanations, and exploratory questioning, rather than aggressive or strategic speech designed to “win” (Manin, 2005; Mansbridge et al., 2010)? Even more fundamentally, do they seem to be exchanging arguments and ideas – “ideas” conceived broadly as things that can be personal, anecdotal, or emotional and not just abstract reasons – rather than rhetorical jousting? And, even more fundamental to the deliberative processes itself, are their exchanges of
arguments and ideas responsive to each other and reflective of underlying concepts and structures, rather than the sorts of purely performative or rhetorical speech one finds so often online (Holzinger, 2004; Gutmann and Thompson, 2009; Mansbridge et al., 2010)?

These questions are arguably at the core deliberation, as will be discussed below. But each are quite difficult to answer empirically, and each lead to multiple nests of thorny theoretical problems. Again, one might be tempted to try to shortcut the discourse analysis by turning back to outcomes: eg, to simply survey participants at the end about their knowledge, understanding of the issues, satisfaction, etc. But again, those outcomes can be achieved without a deliberative process at all. If we are interested (as with democratic theory more generally) in achieving the correct outcome via the correct process, then the most fundamental and direct measure is not at the institutional (input) or outcome (output) levels, but at the discourse level – with all of its attendant empirical and theoretical challenges.

Perhaps as a result of the challenges of measuring process, much of the early and concrete work on deliberative measurement and institutional design was done at the input and output levels, but that has gradually expanded to capture the more elusive but arguably more fundamental procedural criteria (Steenbergen et al., 2003; Holzinger, 2004; Steiner, 2004; Gutmann and Thompson, 2009). In addition to more straightforward measures of institutional/environmental suitability (open, fair proceedings that at least attempt to encourage constructive, reasonable conversation) and outcomes (surveys of knowledge gain, satisfaction, and absence of groupthink or polarization), the tricky middle – the discourse itself – has seen important strides in measurement. Perhaps the most substantial is the Discourse Quality Index (DQI), which
attempts to measure a number of types of quality, including breadth of participation; depth and content of justifications; respect towards other groups and their arguments; and constructive behavior (Steenbergen et al., 2003). All of these are fairly abstract and subjective criteria, however, and while the DQI and other measures of course subdivide these qualities into more detailed and potentially objective sub-criteria and measurements, the evaluation of them has generally required intensive work from fairly expert human coders, each with their various potential biases regarding what counts as a justification, constructive behavior, rational, manipulative, etc.

Partly as a response to these types of bias, and partly as a response to the sheer cost and effort of such hand-coded measurement, various more automated methods have recently been developed. Such methods are absolutely necessary to expand these measurements to raw online discourse at scale. As an illustration of one of the more comprehensive efforts a multifaceted computational measurement of deliberation, Gold et al. (2015) seeks to measure four different core aspects of deliberative discourse: equal participation; mutual respect; justification; and persuasive effects. Like most fundamental deliberative qualities, each of these is a theoretically complex and multifaceted concept, without any obvious computational measure than can be easily automated (hence the DQI’s reliance on human coders). Equal participation is perhaps the most directly operationalized, since it operates on the individual level and one can use speaking time as a proxy for this. But for the content-based criteria, rather than construct deep substantive measures that somehow reflect the complex concepts at work in the minds of human coders – a challenging task – the authors find superficial markers that are hopefully associated with the
deeper measures. This approach is not specific to them, but rather illustrative of how many automated attempts have grappled with these difficult measurement issues. Respect, or its absence, is measured via interruptions as notated in a transcript; justification is measured via a couple grammatical constructs (in German) that are sometimes used when justifying remarks; and persuasiveness is tracked by verb associated with changes in opinion ("accept," "believe," etc). So while it may be that these markers are systematically associated with a number of fundamental measures, such an approach requires extensive validation against human coding, does not export readily to other languages or contexts, and does little to capture the core concepts of deliberation. However, with some work, it can presumably be converted over into a variety of languages and function as a quick and large-scale, though approximate, measure of deliberation along a number of different procedural dimensions. As we see in the next section, as the deliberative field turns to online environments to test and develop their theories, they increasingly employ similar measurement strategies – strategies which are scalable and automateable, but which are also necessarily somewhat superficial.

3 Online deliberation

Within the body of research into specifically online deliberation, there have been two somewhat distinct communities that have only recently begun to merge. On the one hand are those who emerge out of the deliberation tradition, interested in cataloging the various criteria enumerated above, distinguishing the pros and cons of online vs offline discussion, and constructing deliberative environments online. On the other hand is work that emerges more from computer
science and communications, which pays greater attention to behavior in existing rather than purpose-build online communities, and therefore grapples with more varied network topologies connecting interlocutors rather than simple chatrooms modeled on literal deliberative rooms, and which tends to employ more automated content analysis rather than using survey measures of outcomes (Himelboim, 2008; Himelboim et al., 2009; Gonzalez-Bailon et al., 2010; Himelboim, 2011; Choi, 2014). But although originally more descriptive than normative, much of the latter work has been drawn to normative deliberative questions very similar to those developed in the deliberation community.

Within the outgrowth of traditional deliberative theory into online communication, one encounters many of the same sets of checklists that we saw above. For instance, in Schneider we have four criteria: equality, diversity, reciprocity, quality (Schneider, 1997). In Dahlberg, seven: reasoning, reflexivity, ideal role taking, sincerity, equality, and autonomy (Dahlberg, 2001). In Janssen we have six: form, dialogue, openness, tone, argumentation, reciprocity (Janssen and Kies, 2005). And in the International Association of Public Participation (IAP2, 2007), five: inform, consult, involve, collaborate, and empower (Nabatchi, 2012) Once again, we are presented with a congeries of theories and criteria, although of course plenty of overlap can be found among these. Each list, though, does tend to focus more on a single level discussed above: Schneider more on the environmental or input criteria; Dahlberg and Janssen more on individuals, process and content; and the IAP more on outcomes.

Perhaps the most wide-ranging recent effort to systematize many of these qualities is in Friess and Elders (Friess and Eilders, 2015), where they distinguish three phases of deliberation similar
to those outlined above: “Institutional/Input/Design” “Communicative/Throughput/Process” and “Productive/Outcome/Results.” Within each of these three basic stages, they in turn enumerate the usual menagerie of criteria, although helpfully targeted for specifically online deliberation. For the institution: asynchrony, self-identification, moderation, empowerment, division of labor, and information; for the process: rationality, interactivity, equality and inclusion, civility, common good, and constructiveness; and for the output, knowledge gain, reason learning, opinion change, social trust, and political engagement (on the individual level) and consensus, error avoidance, epistemic quality, and legitimacy (on the collective level). They present a tidy table summarizing these aspects, but such tidiness somewhat masks the inherent complexity and even messiness of even this “systematic” set of criteria, with its 21 variables. The historical trajectory seems to be an ever-increasing list of criteria, with measurement and assessment falling farther and farther behind.

Furthermore, as challenging as it may be to enumerate and categorize all these criteria, much more challenging is implementing their measurement, particularly at the most central stage, the deliberative process. This challenge is illustrated by Nelimarkka et al. (2014), who closely examine three online systems from the perspective of Dahlberg and the DQI: The Living Voters Guide, including its earlier iterations Consider.it and Reflect (Kriplean et al., 2012); the Open Town Hall (Vogel et al., 2014); and the authors own California Report Card (CRC). The California Report Card is notable for the sensitivity of its attention to equality and autonomy, randomizing individual encounters and even their arguments in ways to prevent dominance by certain participants or their ideas. Much more challenging than these input criteria, though, are
the procedural measures at the heart of deliberation. The authors devote close attention to the
difficulties of operationalizing reason, for instance, which like many others they take to be one of
the core criteria for the procedural stage. They divide reason into reciprocity and justification,
and while justification can often be measured via fact-giving and other superficial syntactic
measures (as Gold et al. (2015) do), a deep measure of reciprocity is quite tricky, since simply
counting responses in discussions fails to capture the degree that individuals really are taking in
and thoughtfully responding to the ideas of their interlocutors (which Tréné (2004) distinguishes
as formal interactivity vs substantial interactivity). This idea of reciprocity, which in many ways is
close to the core ideal of deliberation, will be returned to shortly, but for now it can be taken
simply as another instance of how difficult it is to measure process, particularly at the core level
of interactive content. Yet as difficult as this may be in carefully crafted online deliberative
environments, it is much harder to capture in the wild. Many of the approaches discussed above
also turn their sights to natural online settings, but even recent work that careful applies of one of
these sets of four, seven, or twenty-two criteria, can feel immediately obsolete or irrelevant when
applied to ever-changing social media.

4 Deliberation in social media

On the one hand, this definitional proliferation and its associated measurement and design
problems demonstrates the breadth and ambition of what modern deliberative theory has
become. On the other hand, even relatively minimal real-world deliberative polls are sufficiently
expensive that it is difficult to do the sort of extensive iterative experimentation necessary to design
effective institutions applicable to a wide range of domains. And when moving from experiment to implementation, even a well-designed system can be prohibitively costly to deploy at scale. Even if we take the idea of deliberative “polling” to heart and hope that, like a well-chosen focus group, a well-selected deliberative poll might somehow be representative of a larger polity, the situation is even worse than a focus group, inasmuch as the interactive aspect between people’s opinions leads to a combinatorial explosion of possible outcomes that might be very sensitive to the exact backgrounds and behaviors of the participants. The appeal of online communication is therefore both at the implementation and experimentation stages: it is easier and cheaper to build and deploy deliberative systems online at the scale necessary for deliberative democracy, and more fundamentally, insofar as we still do not have ideal models or measurements of deliberation, it is far easier not just to design online deliberative experiments, but to use the copious quantities of online observational data to hone and test our theories.

One of the most helpful developments in this regard has emerged out of computer science and other fields outside of the explicitly deliberative. This research has traditionally been more interested in a positivistic understanding of online communication, but has been drawn into the same normative issues underlying deliberative work. Most usefully, given the complex and varying nature of environments and behaviors found online, a wide array of tools emerging out of network theory, natural language processing, and other domains has been developed that are useful for operationalizing some of these theoretically elusive deliberative criteria. Somewhat less attention, though, has been given to the “outcome” side of things, a point Friess and Eilders (2015) also
make about online deliberative research more generally – and a point that will be returned to later.

4.1 Early work: flames and bubbles

Some of the earliest work in this area begins with a striking characteristic of early online communication, an observation that is both descriptive and normative: the emergence and rapid prevalence of “flaming” (Reinig et al., 1997; Kayany, 1998). In addition to trying to explain this phenomena, some of the earlier work explicitly examines the tradeoffs between this tendency online and counterbalancing advantages that may emerge from the same set of underlying online features. On the one hand, Usenet discussion boards and blogs had quickly become famous for “flame wars,” where conversations dissolve into vitriolic attacks that basically epitomize the opposite of deliberative discussion. On the other hand, while the absence of social cues was often blamed for the flaming tendencies (Kiesler et al., 1984; Kayany, 1998), the ano- or pseudonymity of the online fora can produce more equality between participants (Dubrovsky et al., 1991; Bordia, 1997; Albrecht, 2006), potentially leading to more engagement (Price and Cappella, 2002), diversity (Hargittai et al., 2008; Garrett, 2009; Wojcieszak and Mutz, 2009; Brundidge, 2010), and participation (Boulianne, 2009) – desiderata we’ve already seen in the roughly contemporaneous deliberation literature. But while the prevalence of “flaming” was taken as a given, less well examined was its cause: in particular, was it due more to an absence of social cues and conventions, or more to the very diversity of opinion that had been lauded, bringing people
together from further points along the ideological spectrum (eg) than would normally encounter each other in everyday life (Hobman et al., 2002; Papacharissi, 2004)?

A second line of investigation that subsequently emerged, while not directly responding to this research question, does seem to flow directly out of it. In the early 2000s the dominant form of social media was the weblog, and in the political domain it was soon noted that the most distinctive characteristic of the linkages between political blogs was dense intraparty connections with weak or absent interparty connections (Adamic and Glance, 2005). This also marked one of the first notable applications of network theory to examine not just homogenous environments, but the complex, self-selected interpersonal connections online that deeply affect the deliberative outcome (Himelboim, 2008; Gonzalez-Bailon et al., 2010; Himelboim, 2011; Eveland Jr and Kleinman, 2013). These “bubbles” of self-selected interlocutors were taken at the time, and have often been taken since, as self-evidently deleterious, blocking information flow and leading to less-informed participants. While perhaps the earlier forms of online communication led to somewhat greater diversity of participants, as the medium matured and people had greater ability to self-sort, bubbles arguably become more dominant, eroding many of the benefits of diversity.

Alongside this, more substantial theoretical work examining the bubble and groupthink phenomena was developing in the deliberative and social science literatures, with perhaps the most well-known early crossover being Sunstein (2009). This can also be seen as a counter-balance to the lauded “wisdom of the crowd” (Surowiecki, 2005; Page, 2008), where the most stylized result is that a diversity of opinion can produce group judgments more accurate than those of any of the individual participants, but that this increased accuracy is destroyed if the participants are
allowed to discuss their individual judgments first: discussion is precisely what collapses the wisdom of the crowd back to groupthink. There are of course many more important and theoretically interesting details about exactly how much diversity of opinion is optimal and how much discussion is sufficient to ruin the group wisdom, but this tension between diversity and self-destruction mirrors the earlier research into flaming and bubbles. How are we to know when we have a productively diverse discussion, vs an unproductive flame war? Except in the most artificial of circumstances, real-world deliberative outcomes are rarely as clear-cut as guessing the number of jelly beans in a jar. Instead of relying on outcome measures, mirroring the progression in deliberative work, online studies have turned more of their attention to the discourse itself, seeking more automated measures of discourse quality. Perhaps the most direct and prevalent content measure is emotion and sentiment, particularly as automated methods were developed to measure such things (Papacharissi, 2009; Berger and Milkman, 2012; González-Bailón et al., 2012). More sophisticated content measures have also emerged out of the natural language processing community, but less as a response to these problems than out of an entire different sub-discipline, which will be returned to shortly.

4.2 More complex measures of environment: network analysis

Perhaps a more substantial and novel contribution emerging from the study of social media behavior has been on the environmental or input side, as network measures were developed to model and explain deliberative behaviors. Because modern social media since Usenet is arranged
not in closed room-like silos but in open-ended networks of interconnected users, the entire first level of deliberative analysis – the environment – becomes problematic. Can Facebook or Twitter even be subdivided into smaller communities whose deliberative qualities can be independently assessed? And if not, we need to model both the environment and individual behaviors in a more open-ended network structure to discover which topologies are associated with deliberative quality, either as input or potentially as output. But like the more sophisticated and granular analysis of wisdom-of-the-crowd effects in Page (2008), this is ultimately a good thing: it forces us to understand how the environment and the individual interact, how the former shapes the behavior of the latter, and how the latter is constituted and shaped in turn by the self-selecting and linking behavior of the individuals. After all, barring costly deliberative democratic institutions, the most prevalent form of deliberation in actual life is interpersonal and thus networky, whether in person or online.

A review of network-based approaches to communication, even from a normative deliberation point of view, is beyond the scope of what can be covered here (Himelboim, 2008; Brundidge, 2010; Gonzalez-Bailon et al., 2010; Himelboim, 2011; Eveland Jr and Kleinman, 2013; Choi, 2014). Even something as far afield as retweet behavior is apropos, since those behaviors map onto our previous questions of bubbles, knowledge (and error) transmission, and even cascades of vitriol and “flaming” – all of which presumably have analogs in the more artificial and controlled environment of a deliberative meeting. How can the topology be tweaked to boost deliberative outcomes, and how do less deliberative behaviors shape their own self-reinforcing environments? These sorts of questions remain largely unanswered, but recent work has begun
to bring together the network and other computational tools with the more established deliberative concerns.

One recent illustrative multimodal example of this is Choi (2014), who examines four now-familiar criteria – discussion flow; diversity of opinion; rationality of discussion; and persuasion – but from a perspective that mixes network methods and automated content analysis. Since the domain is Twitter, the approach is more descriptive than normative or design-oriented, but the fundamental research questions are once again driven by the core deliberative concerns. Perhaps most interesting is the analysis of discussion flow or dynamics, which focuses on retweets but which is analogous to many forms of information transmission. Using an Exponential Random Graph Model, they examine how different local network topologies linking Twitter users affect tendencies to retweet. This is a common approach in network analysis, but the normative deliberative application is more relevant, where the question here is whether topologies tend to reinforce existing dominant speakers or diffuse communication out towards peripheral players, and on a second level whether cliques of speakers tend to form or not. In both cases, from a deliberative perspective we would prefer the latter options, with diffusion and equality rather than concentration and cliqueishness. The predominant result in network analysis is that concentration rather than diffusion dominates, although in this case Choi finds that this is less the case in this specific Twitter dataset than expected; whether that is due to increased deliberation or merely an underpowered sample is less clear.

Their examination of the other three qualities – diversity, rationality, and persuasion – likewise illustrate the sorts of automated content analysis that are now prevalent, although this
entire field remains limited by the same sorts of superficial content measures we saw in Gold et al. (2015). Diversity is operationalized via the domains in quoted URLs, which is used to measure the relative prevalence of inter- vs intra-ideological discussions based on the known ideology of different online news sources. While a fine measure, this illustrates how so many of these measures can be very specific to the form of the social media in which they transpire, since obviously URL quotation is a useless measure in live communication. It also illustrates some of the weaknesses of the purely descriptive approach, since while they of course find less inter- than intra-ideological discussion, it is unclear (a) what we would most desire normatively, and (b) what variations in conditions might affect these relative quantities. Content – rationality and its alternatives – are operationalized using now-standard NLP measures, in particularly the relatively basic tools included in toolkits such as the Linguistic Inquiry and Word Count toolset (Pennebaker et al., 2001), which purport to be able to measure content qualities as diverse as sentiment, anxiety, anger, or sadness, as well as high-level cognitive features such as causal reasoning, reflection, speculation, assertion, and so on. However, although reasonably well-validated against human judgments, these automated measures are mainly assessed via simple wordlists (which may be compiled either by human experts or more unsupervised computational methods) – so it is unlikely that they are able to capture deep conceptual structures, just as the syntactic indicators of “justification” in Gold et al. (2015) tended to be more superficial than deep. Consistent with other work (Berger and Milkman, 2012; González-Bailón et al., 2012), Choi finds that negative emotion tends to increase retransmission of content, and of the cognitive measures, strong assertion rather than causal or speculative thinking seems to dominate. But the generality of these
results, particularly given the superficial measures, remains a problem shared by almost all researchers of online deliberation.

4.3 More complex measures of content: argument mining

While the introduction of network analysis has been useful for pushing deliberative theory and practice away from simplistic environments to the sort of complex social structures common in actual human dynamics, the content side has often lagged, relying mainly on either human coding of broad categories, or automated methods that amount to little more than word counting. However, another branch of computer science and computational linguistics has recently been making great strides in deeper measures of deliberative content, under the broad umbrella term of “argument mining.” Just as network analysis pushes deliberative theory to examine local interpersonal structures and not just homogenous institutions, argument mining in NLP pushes previously superficial content-based deliberative criteria into greater levels of argumentative detail. Like deliberative theory, argument analysis began a few decades ago as a more theoretical endeavor (Toulmin, 1974; Douglas, 1996), and really only blossomed as an empirical and computational program in the last 20 years. Some of the earliest work was with legal texts (Moens et al., 2007; Wyner et al., 2010; Mochales and Moens, 2011), attempting to identify arguments and then to identify and classify the substructures of different arguments, such as premises and claims. And as with deliberative theory, the types of arguments quickly proliferated, with for instance 96 different “schemes” (eg, from precedent, from effects, from authority, from fear, ad hominem, slippery-slope, etc) in Walton et al. (2008). These techniques were initially most often
applied to well-structured texts such as legal documents, where it is clear that (a) writers are indeed engaged in formal argument, and (b) the forms of those arguments are often sufficiently stereotyped to make for easier automatic retrieval. They have been also heavily applied in essay scoring (Shermis and Burstein, 2013; Stab and Gurevych, 2014a; Beigman and Deane, 2014; Stab and Gurevych, 2014b), where one desires to detect not just the presence and kinds of arguments, but to answer more normative claims about quality, but have expanded to many other domains. And of course much contemporary work has now shifted to the domain of online communication.

Early empirical work began with human classification, and then moved on to simple word-count approaches like those discussed above, eg looking for reasoning terms such as “because” or “therefore.” But computational methods have subsequently advanced considerably, using machine learning methods to classify argument types (usually trained with human-coded examples) rather than (or in addition to) human-derived terms. Some of the most interesting recent work has been in argument sub- and super-structures: the relationships between premises, evidence, and claims, eg, on the substructure scale, and the relationships between larger arguments that support or contradict each other, eg, on the larger scale (Douglas, 1996; Walton et al., 2008; Palau and Moens, 2009; Feng and Hirst, 2011; Peldszus, 2014; Peldszus and Stede, 2015; Yanase et al., 2015). What is particularly interesting here from the deliberative perspective is how many of these structures go well beyond what deliberative theory has normatively classified. “Justification,” for instance, is a very broad category (Biran and Rambow, 2011; Park and Cardie, 2014; Oraby et al., 2015; Park et al., 2015; Eckle-Kohler et al., 2015; Rinott et al.,
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2015), and dozens of Walton’s schemes could plausibly fit under than heading. This approach has also begun to incorporate less logical structures, such as emotional or personal appeals (Wang and Cardie, 2014; Wachsmuth et al., 2014; Oraby et al., 2015), which remain a vexed issue in deliberative theory as well. As with network structure vs institutions, argument classification in the mining domain has expanded far beyond even the 21 criteria we saw in Friess and Eilders (2015), but if anything the overall organizational structure unifying these components is even less clear.

4.4 Proliferating criteria and the core

We have thus seen an extreme proliferation in all of the major branches of deliberative analysis of online discussion. Deliberative theory itself has grown into dozens of potential criteria, and these have only increased as the specific peculiarities of online communication have entered the mix. Even if we aggregate some of these criteria into input, process, and output stages, developments in network theory have greatly complicated the environmental and individual levels, and developments in argument mining and NLP have greatly complicated the sorts of content we can evaluate from a deliberative perspective, even using raw text and large scales. Meanwhile, as Friess and Eilders (2015) also discuss, the outcome side of the process remains relatively underdeveloped, languishing in older measures such as knowledge and satisfaction surveys, or crudely unrealistic measures of collective accuracy that have little bearing on the complex subjective decisions characteristic of deliberative democracy (Page, 2008). All of these issues are, furthermore, fundamentally connected to the shift to online content. Deliberative
experiments and polls were problematized by the introduction of online deliberative polls, but these issues become much more pressing once we acknowledge that, despite its reputation, social media and other emergent modes of online communication are deeply deliberative, albeit erratically, with topologically complex structures and difficult to measure content (eg, Twitter jargon).

So what is the long-term solution here? The hierarchical classification approach (21 criteria, 96 schemes, etc) seems to only grow and become more baroque over time, whereas the search for one or a few core deliberative criteria seems to have been long abandoned, particularly with the turn away from the ideal of rational consensus. One advantage of traditional democratic and social choice theory is that it provides (theoretically) distinct notions of individual preference and collective outcome, so while opinion varies about what collective outcomes are ideal given individual inputs, or even whether those outcomes are theoretically achievable (Arrow, 1987), at least both ends of the process are relatively stable. With deliberation, particularly online, the extremely complex communicative process becomes the ends itself, and diversity of process, as well as opinion input, becomes almost an end in itself.

That said, perhaps we can make some headway in trying to narrow down the deliberative process to something closer to a core, hugging as close as possible to our earlier, rough-and-ready formulation: an extended conversation among two or more people in order to come to a better understanding of some issue. On the environmental input side, the core criterion most often appears to be something like equality: while in a deliberative poll one may need to seek out diversity of opinion, if we take the participants as given (eg, in a self-selected online community),
most of the sub-criteria commonly enumerated are means towards achieving the ends of equal participation. From a design point of view, there are questions of how to achieve this – equal speaking time, equalized and moderated content, limitations on self-sorting and/or enforced cross-ideological communication – but it is unlikely that any of these questions will have single definitive answers without the sorts of collective outcome criteria (such as factual accuracy) that vary from situation to situation. From an online point of view, though – momentarily ignoring the often egregious communicative content – the institutional setting would seem relatively well suited to deliberative communication, with relatively open and equal forums yielding an apparent equality of participation. The fact that the results are often so poor – from flaming to trolling – would suggest that this equality threshold may not be sufficient, and that indeed there may be no solution without looking more explicitly at communicative content and behavior.

On the other end of the process, outcomes seem to vary most widely depending on the interests of the theorist or institutional designer, and in theory seem to potentially encompass every normative good under the sun, from information to engagement to trust on the individual level to consensuses, increased agreement, or at least meta-agreement (about the justice of the decision procedure itself) on the collective level. The sine qua non, it would seem, would be some form of opinion change or behavioral change, but apart from this narrow core, there may be very little necessary overlap among these criteria. And the deliberative qualities suited to one outcome may be entirely different that those suited to another. And from an online perspective, the outcome is perhaps understandably less well examined – especially in the wild – given how little explicit data we often have about opinion and behavior apart from the communicative activity
itself. Even measuring the bare minimum – opinion change of any form – can be quite challenging.

Despite having its own array of measurement challenges, though, the communicative process itself might be the most theoretically cohesive and substantive locus for capturing the core deliberative process. Assuming that participation is relatively equal and outcomes involve some sort of opinion shift other than polarization or groupthink, a deliberative process as distinguished from generic communication seems to involve something like collective deliberation in the same sense than an individual deliberates. For the collective, as for the individual deliberator, the idea is less about acquiring new information and ideas, and more that the facts, ideas, beliefs, memories, etc, that one already has must be considered, brought into bearing with each other, and formed into a more internally coherent structure that yields an overall opinion or behavior that is more internally consistent or accurate than what had come before. By these lights rationality, reason-given, or justification are simply means towards this broader sense of deliberation, as are the more upstream qualities often included in the deliberative process, such as civility, non-negative emotions, or constructive intentions. In the most ideal (if abstract) form of deliberation, one would expect the communicative process to somehow sort through the existing array of ideas and, based on the individual or collective evaluation of them, the best arguments would “win” and allow the individual or group to select a better course of action than before. That is, we would hope that the better arguments gain credence based on their merits, as opposed to the identity of the speaker or style of the presentation.
In the online world, there are presumably moments, individuals, and domains that are more or less deliberative in this way, and the goal would be to distinguish more or less deliberative processes to better establish the types of environments, individuals, and communicative content that are more or less conducive to deliberation. To do so, however, requires measurement of deliberative communication at this relatively abstract and general level: not words associated with justification or non-negative emotion, eg, but a way to distinguish in a content- and politically-agnostic way better arguments or ideas from worse, and to measure the conceptual connections between these ideas so that we can detect when (if ever) the collective or individuals have better sorted through their thoughts after deliberation.

5 Measuring argument quality

Rather than attempt yet another effort to sort through and tabulate the numerous, multi-level, multi-stage criteria for deliberation that have proliferated over the last few decades, the remainder of this essay focuses on better understanding and measuring what is arguably the core deliberative process: the consideration and exchange of ideas in order to discern the better from the worse, and to assemble the whole into a more cohesive and consistent interconnected system. A full model of this process remains beyond the scope of this essay, but the next two sections suggest a couple of the component parts: first, a model that measures the latent persuasive effects of content as separate from style (and thus may discern the side with the more persuasive content); and second, a model that infers the latent connections between ideas, in order to distinguish more interactive, responsive deliberation from less. The hope is that exploring these approaches here
may help us move towards more sophisticated models of online deliberation that actually capture something closer to the core deliberative process, rather than crude word-level correlates or rough individual-level behavioral characteristics.

One of the fundamental assumptions of deliberation is that, in the process of talking through ideas the group may eventually distinguish the better from the worse and thereby arrive at a better conclusion. We have seen that there are many ways to distinguish more or less persuasive styles, but how are we to measure the inherent value of arguments owing to the merit of their content rather than mere style? That is, how might we distinguish better from worse arguments? We could certainly imagine assigning an army of human coders to sift through vast quantities of text and score arguments, but of course that would both lack generality and objectivity. Indeed, it’s hard to even conceptualize what an argument’s inherent strength or value might be independent of the context and background of the evaluator. And indeed this may be part of the weakness of a theory of deliberation that imagines that arguments win on their own merits. But without something like that assumption, we are left with little more than style and expression, and the entire edifice of rationality, truth and reason seems lost. So for the purposes here, let’s consider a slightly more modest goal: inferring not the objective quality of arguments, but the inherent, if latent, persuasive effect of topics or ideas that come by merit of their content rather than the style of their presentation. This at least moves us a little closer to full deliberative model of content quality.

To infer this empirically, consider a specific form of argument strength: the inherent persuasiveness of an idea, subtopic, or sub-issue, within the context of a larger debate on a broader issue (Wang et al., 2016). Our data are currently from live rather than online speech – the
“Intelligence Squared” Oxford-style public debates – so the discussion here will be brief, but the model may be applied to online discussion equally well if we have an overall measure of opinion and persuasion. Our motivating example is a segment of debate about the death penalty quoted in Table 1. Here both sides are discussing the death penalty from the perspective of the mistaken execution of the innocent; both use various rhetorical techniques to strengthen the persuasive effects of their arguments, but both are also constrained by the overall topic. The hypothesis is that some topics of argument (within the overall topic of the death penalty) are inherently more suited to one side or the other, and while the disadvantaged side may do their best to use rhetoric or other smaller pieces of information to bear, they are fundamentally disadvantaged as long as the discussion is on this issue, and would do better to switch the topic to something better suited to their side. So in this case, the discussion of innocent executions is better suited to the anti-death-penalty side, as perhaps would be a discussion of racial disparities in execution rates; whereas a discussion of the specific heinous acts in various murders would perhaps inherently support the pro-death-penalty side. While this framework, with its emphasis on strategy and rhetoric, may seem somewhat counter to the spirit of deliberation with its emphases on justification and sincerity, it acknowledges that no matter how sophisticated the environment or moderation, or how sincere the participants, the reality is that people do their best to persuade others using many different substantive and rhetorical tools. The fundamental assumption for deliberation to be able to take place, however, is that there be at least some substance beneath the rhetoric, and that we have some way (as listeners or researchers) of distinguishing inherently better and worse
arguments and may come closer to the truth (even a multivalent, contingent truth) upon deliberating over these arguments as they are put forth.

TABLE 1

Motion: Abolish the Death Penalty

Argument 1 (PRO): What is the error rate of convicting people that are innocent? ... when you look at capital convictions, you can demonstrate on innocence grounds a 4.1 percent error rate, 4.1 percent error rate. I mean, would you accept that in flying airplanes? I mean, really...

Argument 2 (CON): ... The risk of an innocent person dying in prison and never getting out is greater if he’s sentenced to life in prison than it is if he’s sentenced to death. So the death penalty is an important part of our system.

Argument 3 (PRO): ... I think if there were no death penalty, there would be many more resources and much more opportunity to look for and address the question of innocence of people who are serving other sentences.

Model inferences
Rhetorical features: Questions (1), Numerical evidence (1), Logical reasoning (2, 3)
Strength: (1) & (3) inferred Strong; (2) inferred Weak

An excerpt from a debate on the death penalty, discussing the execution of innocents. Our model scores each argument according to its rhetorical features as well as its latent persuasive strength.

Each of the public debates in this dataset is on a set topic (eg, the death penalty) with experts arguing either side. Crucially for these purposes, the audience for these public debates is surveyed about the issue both before and after the debate, with the “winner” being the side that has gained more supporters, and we take this outcome as our measure of persuasive effect. Thus we are able to train the computational model using the observed debate outcomes, to determine which topics and other features are predictive of winning a debate (ie, which are persuasive). A Hidden Topic Markov Model (Gruber et al., 2007) is used to automatically segment a debate into “arguments” – chunks of text a few sentences long all on the same topic. We also measure per “argument” as
many stylistic features as possible that might have persuasive effects – everything from pronouns and basic sentiment to logical and justification terms, hedges, emotions, concrete language, readability, personality, and raw word counts. The idea is that both substance (the inherent persuasive effects of various topics) and style affect outcome, and if we wish to avoid merely finding the superficial stylistic correlates of substance (e.g., counting “reasoning” words like “because” or “therefore”), we must incorporate those stylistic markers in our model, and hope that in controlling for these superficial effects, the residual will be the inherent topic-specific persuasive effects. We then build a latent variable structural SVM (Yu and Joachims, 2009), which uses both the observed stylistic features and the unobserved, latent argument strengths to predict debate outcomes, where the observed debate winners serve to train the model to infer which features are persuasive and which topics are strong for one side or the other, and then is tested out-of-sample by using those inferred values to predict the outcomes of some debates and compare those predictions with the actual outcomes. There are of course many more technical details to this which are detailed in Wang et al. (2016).

Ultimately, we are able to predict 73% of the debate outcomes correctly (out of sample), a significant improvement over using just the observed stylistic features (66%) or guessing at random (53%). How is it possible to predict the inherent persuasive effects of topics in a debate that the model has never encountered before, on a subject entirely new to the dataset? Because the model estimates the effects of interactions between our myriad stylistic measures and topics, it learns the many subtle stylistic features that tend to be associated with intrinsically stronger or weaker topics, and then uses those observed stylistic features to predict the inherent persuasiveness of new topics.
This is different, however, from merely using style to predict persuasion: only when combined with the model of latent strength does the predictive accuracy jump, suggesting that while we may (with lots of computation) be able to identify persuasive content by the style in which the arguers present it, it is nevertheless the merits of the content that cause those persuasive effects, rather than some elaborate interaction of styles alone.

If one finds this plausible, what it shows is that argument strength – the idea that some topics are inherently more persuasive for one side than the other – does seem to play a significant role in debate. The winning side is usually (but not always) the one with more strong arguments, and most arguments are strong for one side or the other but not both. It may of course seem over-idealistic to imagine that the inherent value of content plays any role in persuasion in public debates, or one may be skeptical of the model’s method for inferring these latent values. But the larger point is that, if one believes that one of the core purposes of deliberation is separating the conceptual wheat from the chaff, one has to believe that individual deliberators have a way of doing so that is not merely reflective of superficial stylistic presentation. And to empirically measure this, one needs a human or computational approach that can discern such latent values, either using the methods described here, or some other latent model that goes far beyond the usual superficial word-counting common in other measures of deliberative quality. Of course, much of the value of ideas lies not in some atomic, intrinsic value, but via their interrelationships and mutual consistency, inter-dependencies, and contextual meanings. Inferring those things empirically leads us to the second deep-modeling approach.
6 Measuring conceptual connections

To measure the connections between ideas requires an additional layer: not just the topics of discussion, but a network of links between them. Others have approached this idea of a conceptual network in similar ways (Shaffer et al., 2009; Lodge and Taber, 2013), but the goal here is to infer these networks using purely computational methods. These are similar to the ones used above: first one automatically infers the topics under discussion, and then one infers the connections between those topics, operationalized as the correlations between their usage, where the assumption is that topics that co-occur tend to be more tightly linked in people’s minds, and those that are anti-correlated are considered to be inconsistent with each other in some practical sense. The hypothesis is that people have these networks of linked ideas in their minds and, when they are truly deliberating, they don’t merely hammer on their own preferences, nor do they mindlessly echo whatever framing content their interlocutor has put forth. Rather, in a truly responsive conversation, a person will consider the topics their interlocutor has raised, and then raise ones that are logically or conceptually related – new ideas that support or contradict the position they just heard. The empirical test of the model, therefore, is whether we can predict the topics of person B responding to person A better using the network-based approach, compared to merely guessing B will either mindlessly echo A, or merely beat on the same drum B always beats on. If this can be established, then we might validate both this specific model of network-based conversation, and also the idea that deliberative responsiveness as a latent quantity can be objectively measured. It may also allow us to discern when and where interlocutors are more or less deliberative, and how conceptual networks may differ and influence deliberation.
To build this model, we need much more interpersonal communication than the formal debates employed above provide. Instead, the two largest online political forums were scraped, each with millions of users over the last decade, one of the left (Dailykos) and one on the right (Redstate), because there are virtually no bipartisan political forums online (Beauchamp, 2016). While the dream of a robust, full-spectrum deliberative environment remains unfulfilled, these uni-partisan forums are still robustly deliberative, probably much more so than domains where the two sides go to war with each other (eg, the comment forums for many newspapers). Indeed, because it is less clear what “ideology” means within party in the US at the moment, this is precisely what makes these discussions more deliberative and potentially fruitful, since the participants themselves are not aware of what labels and identities should apply to themselves (except, arguably, during primary season). Both forums have had extensive discussions with many millions of posts over many years, and discussions tend to be threaded such that one can discern who is speaking to whom.

As before, we begin with a topic model, but then construct a network of their correlations linking topics with positive or negative edges depending on their empirical correlations within the speech acts of all the users. Deliberative responsiveness is modeled as the raising of topics or ideas related to, but different from, what one’s interlocutor has just said, which is modeled as a markov process where person A makes a point with some distribution over the topics (eg, 70% about the execution of innocents, 10% about recidivism, etc), and person B responds with topics that are correlated with but in some respect different from those topics (eg, bringing up life imprisonment in addition to the existing topics under discussion), which is operationalized by multiplying the
topic vector through the correlation matrix: $b = Ca$. Figure 1 shows how well various models of responsiveness describe the interactions on these two forums, where each model is tested by seeing how well it predicts the topics of a comment by person B responding to a comment by person A. As we can see, there are interesting differences between the left and right: while on the right, the best predictor of what B will say in response to A is whatever B usually says (B’s mean response), for the left the best predictor is the network model of responsiveness: i.e., at least for these two forums, the left – whether due to the environment, individuals, or content under discussion – shows more core deliberative responsiveness.

**Figure 1**

![Graphs showing the MAE relative to guessing the forum mean for Dailykos and Redstate forums.](image)
How well various models of user interaction explain the content of post B written in response to post A, across two large political forums, Redstate (conservative) and Dailykos (liberal). Models with higher values predict responses better (negative Mean Absolute Error relative to forum mean, with 95% confidence intervals). For Redstate, the topics of response B are best predicted as the topics the speaker usually uses under all circumstances; for Dailykos, the network model of responsiveness best predicts the content of replies.

This study also establishes that these deliberative arguments do seem to have long-term effects on users’ ideology, where ideology is measured by examining which posts users tend to like in a fully automated way (much as the vote record can be used to infer ideology without any human supervision), and also shows that the density and structure of these conceptual networks seems to vary across the left and right in interesting ways (see Beauchamp (2016) for more details). But most fundamentally for our purposes here, it suggests that not only do individual topics and ideas have intrinsic strengths that appear to be correlated with real-world persuasive outcomes (at least, in formal debates), but also that these topics and ideas are connected in conceptual networks that allow us to discern more from less deliberative conversation, where the notion of deliberation here is not some superficial, stylistic measure, but instead a deep model of responsiveness that attempt to model objectively the way in which truly responsive discussants engage in creative and complex ways with what each other are saying. Not only are some topics more inherently persuasive than others, but their effects are intertwined, and to understand deliberation – the careful consideration of ideas to work through their connections and implications – requires something like these high-level latent models in order to characterize and predict behavior.

Neither approach offers a complete model of core deliberation, nor do these ideas comprise the only possible core. Nor is the first model readily applicable to domains without well-measured
persuasive outcomes, or the second readily applicable to the sorts of brief, more diffuse conversations more common on Facebook, Twitter, etc., let alone face-to-face conversation. But both suggest an approach that might allow us to focus on some core notion of deliberation that is fairly general yet conceptually rich, and which is neither a collection of superficial stylistic correlates, nor a vast collection of heuristics for capturing every aspect of deliberation hypothesized by three decades of theorists. But whatever the specific approach, a model that focuses on responsive conversation in the service of conceptual improvement, or some other such core, allows us to both discern fundamentally deliberative environments or moments in the wild, and take some action to tweaking those environments in beneficial ways without requiring that we construct complete online deliberative utopias in order to achieve the civil and democratic purposes for which deliberative theory was originally developed.

7 Conclusion

Deliberation theory began to grapple with online conversation almost as soon as internet communication became prevalent. While most comparisons have been unfavorable whether or not the online environment was found or constructed (Dubrovsky et al., 1991; Bordia, 1997; Hobman et al., 2002; Min, 2007), we have also seen that online modes offer many potential advantages, including anonymity, diversity, engagement, cost, and more flexible open-ended network structures. While deliberative polls and even purpose-build online deliberative forums are prohibitively costly to deploy at the scales common for social media, social media itself has many deliberative characteristics and subcommunities. The challenge is discerning these more
deliberative spaces and moments without getting swamped either by the immense proliferation of deliberative criteria, or the immense scale of measuring terabytes of textual content and other online behaviors. While NLP and argument mining methods present new approaches to measure deliberative behavior in the wild at scale, these domains also tend to run wild with numerous criteria and measures for gauging argument and discussion quality, many of which measures are also disappointingly superficial when examined in detail.

While it is unlikely that this large, multi-disciplinary community will converge upon a single core notion of deliberation any time soon, it has been argued here that it is still worth seeking out a core concept of deliberation. This theory should ideally be distinct from existing political theories, including many aspects of environment or input (such as equality or representativeness), much of the output (such as information gain), and even many procedural criteria (such as civility or respect) which are all potentially well-established norms in existing theories of democracy or civil society. Arguably, this deliberative core is, as the term deliberation suggests, less about adding information or behaving well, and more about how existing arguments, facts and ideas are evaluated by the thinking individual or conversing group – how the better arguments and ideas are sifted from the worse, and how the connections of support and contradiction among them are worked through to construct more consistent conceptual networks and courses of action.

To measure these abstract qualities, however, requires not just superficial measures of textual features, individual opinions, or environmental structures, but rather more substantial procedural models of the quality and interrelations among arguments. Separate models of these two things were presented here, but ultimately we will need a deeper model combining the
strength of ideas, the network of support and contradiction linking them, and their behavioral consequences for the individual and a group trying to come to a collective decision. While no model will truly be able to measure the content and quality of ideas or the immensely complex logical, conceptual, and cultural connections between them, more substantive models of deliberation will allow us to better discern not just brief moments of deliberative quality online, but also to discover what sorts of network topologies, content moderation, individual characteristics, and content topics are best suited to productive conversation, and guide whatever interventions we can manage into the fast-evolving jungle of social media.
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